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Molecular design can be viewed as a constructive process rooted in pattern recognition 
(Figure 1). Medicinal chemists excel in visually recognizing chemical structures and their association 
with (retro)synthesis routes and specific molecular properties. In this context, various "artificial 
intelligence" (AI) methods have emerged as enabling technologies for drug discovery and 
automation. These systems aim to mimic chemists' pattern recognition capabilities and elevate them 
by considering domain-specific data during the molecule construction process [1]. Similarly, 
predicting the pharmacological activity and other properties of small molecules also benefits from AI 
methods. Machine learning models, particularly deep networks, ensemble methods, and hybrid 
approaches, have propelled the field forward by offering increasingly accurate qualitative and 
quantitative predictions [2, 3]. One of the key attractions of employing generative AI methods in drug 
design is their potential to develop data-driven, implicit model building processes capable of 
navigating vast datasets without explicitly enumerating the chemical search space. The ultimate 
challenge in drug design with AI is to implement methods that autonomously generate new chemical 
entities with desired properties from scratch ("de novo") [4]. This approach has the potential to 
significantly reduce the need for costly experimental compound screening to identify suitable 
candidate molecules. 

We will present selected AI methods for de novo drug design, with a focus on approaches 
proven effective and reliable in scenarios with limited data availability. Prospective case studies from 
the field of drug discovery will be discussed, emphasizing chemical language models, graph neural 
networks, and their combination [5–8]. Furthermore, we will provide a critical assessment of the 
capabilities and limitations of each approach, while also daring to forecast the future of drug design 
with machine intelligence. 
 

 

Figure 1. The molecular design process involves a dynamic 
interplay between inductive and deductive reasoning. 
Induction begins by gathering pertinent data relevant to the 
problem at hand. From empirical observations such as known 
molecules with desired properties, hypotheses (in this 
context, new molecules) are formulated, seeking to develop a 
theory that can account for these observed patterns. 
Deduction entails applying the theory to specific instances 
(hypothesis testing). The outcomes obtained from this 
deductive process inform the refinement or updating of the 
original hypothesis using the newly acquired data. 
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